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N.B. : (1) Question No. 1 is compulsory.
(2) Answer any three out of the remaining questions.

Q1. [al Describe the different tybes of attributes one may come across in a data mining data -

set with two examples of each type. fos}h.
[b] - Explain the different distance measures that can be used to compute distances
between two clusters. ' %051

[c] Define “Business Intelligence” and Decision Support Systern”, with examples. i"‘i{UB]
[d] Define “Outlier”. What are the different types of Outliers that occur in a dataset'g’: " [05)

Q2. [a] Consider the following data points: 13, 15, 16, 16, 19, 20, 20, 21, 32,99, 25, 25, 25,

25, 30, 33, 33, 35, 35, 35, 35, 36, 40, 45,46, 52, 70. - \‘\
. (a) What is the mean of the data? What is the mep‘ian? a2zSubjects.com
_ (b) What is the mode of the data? ‘ e

(c¢) What is the midrange of the data? : B .
(d) Can you find (roughly) the first quartile (Q1) and the thizd Jquartile (Q3) of the data?
{(e) Show a boxplot of the data. ' [10]

[b] Design a BI system for f.raud. detection. Describe al!.‘}i‘hé steps from Data collection to

Decision Making clearly N [10]
Q3. [a] . e '

1d | Homeowner | Status - ~ | Income Defaulted

1 Yes Emplog_ec"l"”": High No

2 No Business Average No

3 No : _I&i}ployed Low No

4 Yes 1 Business High - No

5 No | Unemployed | Average Yes

6 No__ .. |Business Low No

7 Yes_.:- | Unemployed | High No

8 |MNo Employed | Average Yes

9 1 "i\io Business Low No

14 ‘] No Employed Average Yes

Nlustrate ‘_aaj;‘bne classification technique for the above data set. Show how we can classify; a
new tuka‘?nith (Homeowner = Yes; Status = Employed; Income = Average). - [o]
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[b] Why is Data Preprocessing required? Explain the different steps involved in Data
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Preprocessing. [10]
Q 4. a] Use K-means to cluster the following data set into 3 clusters. {101 - j‘
Protein | 20| 21115].22[20(25[26]20]18 | 20 O
| Fat 9] 9] 7117 8l12]14] 9] 91 9 2
i
[b]' Describe the different visualization techniques that can be used in data Mining. [10]
L
AL
- Q.5[a] Consider the following transaction database: -'iﬁ',f;'
' TID Items 2
01 A,B,GD was”
02 A,B,GCDEG .
03 ACGHK &
¢4 B,CDEK N .
05 DEFHL v
06 A,B,CD,L ,
07 B,LEKL :
08 A,BDEK &
09 AEFHL
B,C,D,F

" Apply the Apriori algorithm with minimun sapport of 30% and minimum confidence of 70%,
and find all the association rules in the deit;.set. - [10]

[b] Explain different methods that ciiéfﬁe used to evaluate and compare the accuracy of different

classification algorithms. - [10]

Q6. Explain inbrief:
fa] DBSCAN cdlustering algorithm with an example [10]
b] Multilevel aiid Multidimensional Assoclation rules [10]
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